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1 Introduction 

Unmanned aerial vehicles (UAVs), also known simply as drones, have recently become a 

popular platform for geomatics [1]. This has been brought about by a recent surge in low cost 

UAV devices, digital remote sensors and navigation systems. UAV applications offer high 

ground resolution at low prices [2], and compared to conventional airborne sensing and satellite 

imaging, particular advantages are found in areas such as heritage locations and rapid 

response instances [1]. Ongoing UAV research activities are aimed at reducing the size of 

components, improving navigation, as well as increasing payload capacity and flight times [3]. 

In this article, we present an overview of the spatial sensing technique that have most 

commonly been mounted on UAVs. In section 3 we present inherent advantages and 

drawbacks of each technique, and section 4 contains examples of applications. The focus is on 

quantitative measurement and the uncertainty of obtained numerical results. Some general 

considerations about the reliability of results obtained from modern 3D-reconstruction 

algorithms are given in section 5. Finally, legal issues have the potential to put a stop to some 

envisioned UAV applications, this is briefly discussed in section 6. 

 

2 The UAV platform 

Typical airframes for UAVs are rotary wing (single rotor or multi rotor) fixed wing (unpowered or 

powered by electric or combustion engine), and lighter than air (balloon or airship). Lighter than 

air platforms offer almost unlimited flight time and decent payload capacity, but poor mobility. 

Fixed wing UAVs offer long flight times combined with high mobility, but are unable to remain 

static or be positioned precisely. The rotary wing platform provides precise positioning 

combined with a mobility which is typically lower than fixed wing UAVs, and also sacrifices flight 

time. Rotary drones require more time to perform large scale surveying tasks compared to fixed 

wing, but find use in cases where high resolution measurements are required, possibly involving 

a large number of images of an object. 

Geomatic areas where UAVs are employed are listed in [1] and include: 

 Agriculture, where precision farming can save money and time 

 Forestry, where vegetation monitoring, fire surveillance and species identification as 

well as size estimations can be done 

 Archeology and buildings studied with image-based 3D mapping from short distances 

 Environmental surveying of land and water, rural areas, and natural resources 

 Emergency management, employing UAVs for quick surveying of disaster areas 

 Traffic and air pollution surveillance 

UAS Denmark is a national industrial drone cluster which serves as a technology sharing 

network. UAS also provides an international test center located at the H. C. Andersen airport in 

Odense, Denmark, with geo-referenced ground points, which enables beyond visible line of 

sight (BVLOS) testing. 

UAS devices used for remote sensing are generally operated either manually by a human pilot, 

or by an autopilot utilizing one or both of two predominant navigation technologies: the Global 

Navigation Satellite Systems (GNSS) such as GPS, and the inertial navigation system (INS) [4]. 
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The autopilot navigation can be augmented by airspeed sensors, baroaltimeters and 

magnetometers. A large number of UAS autopilot components are available, some of which are 

listed in [4]. This system reads the position, attitude and velocity of the UAS, which are passed 

on to the Flight Control System (FCS). An Orientation System (OS) is generally also used to 

collect the position and velocity parameters for use in subsequent data analysis. The OS 

typically provides higher accuracy data, but at a low frequency, as it is not used for real-time 

navigation. Position data are available from this system on the cm-level [5], its accuracy is 

limited by the GNSS receiver and antenna [6]. Comparable cm-level precision to that mentioned 

above can be achieved using georeferencing with cameras when the altitude is 50 m and the 

ground sampling distance is 2 cm or more. Autonomous flight modes can improve the data 

quality by ensuring steady elevation, speed and flight direction [7]. GPS provides very accurate 

spatial data; it falls short in density of data points in many applications [8]. UAV photogrammetry 

presents an attractive alternative to GPS and total station1 surveys. 

 

3 Measurement techniques 

An increasing number of compact sensor types are available for measurements using UAV 

platforms [9]. For mapping surface topography and object geometries with UAVs, three main 

measurement techniques are the camera-based structure-from-motion (SfM) photogrammetry, 

the laser-based light detection, and ranging (lidar) and the radar-based synthetic aperture radar 

(SAR). 

In the following sections, an introduction to each technique, as well as a discussion of 

resolution, scan width and sources of uncertainty, will be given. 

 

3.1 Structure from motion 

Structure from motion (SfM) is a type of photogrammetry that uses feature correspondences 

and triangulation for point cloud generation [10]–[12].  As a passive remote sensing technique, 

SfM relies on natural lighting for its light source. The technique is relatively new within remote 

sensing. While aerial photogrammetry has been known since the 1920s [13], the origin of SfM 

stems from developments within computer vision in the 1990s [14]–[16]. SfM was adopted for 

small UAV platforms in the early 2010s [17]–[21]. 

In SfM, objects and surfaces are reproduced in 3D by using a set of image acquisitions from 

different positions and/or camera orientations. These positions and orientations can be very 

flexible, and SfM allows for a more complicated set of camera viewpoints than standard surveys 

[17]. The first step of the SfM reconstruction path is the identification of feature points in the 

individual images. For a number of key feature points or tie points, each point is then located in 

several images. From these locations, the 3D position of the tie-points is found using a sparse 

point-cloud triangulation which also determines the pose of the acquisitions [10], [11]. Lastly, a 

dense point cloud can be created using multi-view stereo (MVS) algorithms. Because of this, 

the full SfM pipeline can sometimes be referred to as SfM-MVS [22].  

                                                                                                                                                            
1 A total station (TS) or total station theodolite (TST) is an electronic theodolite used for surveying and building 

construction 
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As no knowledge of the camera input positions are required in the SfM pipeline, the produced 

point cloud in SfM will in general not be to absolute scale. Scaling of the point cloud can be 

done by including direct georeferenced camera positions from e.g. GPS locations or by 

georeferencing to externally measured ground-control-points (GCPs) that are identified in the 

point cloud [20], [23]. 

One of the reasons for the widespread use of SfM with UAVs is the availability of reconstruction 

software and low-cost hardware. As it only requires a commercial grade camera for hardware, 

SfM represents a low-cost technique [12], [22], [24], [25] compared to LiDAR or synthetic 

aperture radar (SAR). On the software side, a number of commercial SfM solutions are 

available, including both free, low-cost and high-end solutions [12], [26], [27]. 

Spectrally, SfM with UAVs is used primarily in the visible range, which allows for applying RGB 

texture to generated topographies and 3D models. The spectral range can be extended to the 

near-infrared (NIR) range by integrating multi- and hyperspectral sensors with the SfM workflow 

[28]. This has been used in a number of studies to determine information on vegetation health 

and type [29]–[31].  

 

3.1.1 Resolution and scan width 

In general, the scan geometry greatly influences the SfM resolution and scan width. As the set 

of camera views in SfM can be very complicated, the main focus will be on the standard survey 

geometry shown in Figure 1. Here, the images are assumed to be acquired from a range equal 

to the flight height h and with a constant vertical orientation of the camera.  

 

Figure 1 Typical geometry of a SfM survey from a UAV platform. 
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Overall, the resolution of SfM is limited by the ground sampling distance (GSD) which for digital 

images is the distance on the ground that a single pixel covers. Assuming a pinhole camera 

model, the GSD of a vertical looking image can be found from the flight height h, focal distance f 

of the camera and the physical pixel size of the camera chip dpx as 

GSD = h ∙ dpx/f 

For a typical UAV flight height of 50 m, a focal length of 25 mm and a pixel size of 5 µm, a GSD 

in the order of 1 cm is obtained. For very close range imaging at a distance of around 10 m, the 

GSD shrinks to around 2 mm [32]. 

While the GSD describes the point spacing on the input images, the resolution of the final point 

cloud will not be at this level. For detecting each feature that is subsequently reconstructed as a 

point, a neighborhood of pixels is needed. This results in a lower point density of the point cloud 

that can typically be an order of magnitude lower than the input images [33], [34]. Thus, for a 

GSD of 1 cm, the resolution would be in the order of 10 cm. 

In survey mode, the smallest detectable height difference δh can be approximated from the 

parallax between two overlapping images. Compared to a point at ground level, a point A at a 

height δh will introduce a difference δp in parallax with the following relation [35]  

δh = h∙δp/pA 

where the parallax pA is the distance on the sensor chip between point A on the two images. For 

a digital image, the smallest detectable δp is limited by the pixel size dpx. The largest possible 

parallax is obtained when the images have a very small overlap, and A is displaced by the width 

of the camera sensor equal to the number of pixels Ny times dpx. Thus, for a sensor with Ny of 

3500 pixels and a flight height of 50 m, the height detection limit will be in the order of 1.4 cm. 

The scan width in SfM surveying is given as the swath width (SW) of the image footprint, which 

is simply the GSD times the number of pixels  

SW = GSD ∙ Nx 

For a camera chip with 5000 pixels in the cross-track direction and a GSD of 1 cm, a SW of 50 

m is obtained. 

 

3.1.2 Sources of uncertainty 

The accuracy of SfM reconstructions is influenced by a range of factors related to both the 

acquisition system and the surface properties of the object. 

One main source of uncertainty in SfM surveys stems from the georeferencing by either GCPs 

or directly by GPS positions [20], [23], [36] if an absolute2 3D mapping is intended. Next to 

georeferencing, the limiting factor in SfM will be the optical resolution given by the GSD. As the 

GSD of the acquired photos scales with range, the uncertainty contribution in SfM will increase 

proportionally with the range [11], [24], [37].   

As SfM is based on feature extraction from images, object surfaces need to have a level of 

texture. This texture can either originate from a local variation in surface coloring or a local 

height variation of the surface topography. A sufficient texture level is required for enough 

                                                                                                                                                            
2 For an explanation of absolute and relative measurement see section 5.2 Accuracy of 3D mapping 
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distinct features on the object surface to be tracked from image to image [24]. Low texture 

regions may result in empty regions of the point cloud [20], and could require increased overlap 

of images [12]. The presence of regions of varying texture can be observed as a variation in 

point density across the final reconstruction [12], [18], [21], [38]. 

In the same way, variation in light conditions across a scene may also affect the local point 

density [36]. In particular, areas with shadows may have a lower point density of the final 

reconstruction [12], [21], [38]. 

Since later steps in the SfM pipeline depends on triangulation of feature points, a low angular 

coverage of the acquired images can be a source of uncertainty, especially for more 

complicated view geometries. An increase in number of images can improve the accuracy when 

additional angles and poses are added [22], [39]. 

 

3.2 Lidar 

Lidar (light detection and ranging) is an active remote sensing technique, which is based on 

laser ranging for distance measurements [40]. The distance between lidar sensor and target is 

measured as half the elapsed time between the emission and the detection of a reflected return 

[41]. A main advantage of lidar systems is for mapping areas with vegetation. By detecting the 

reflected returns from both the vegetation top and the ground, the height of the vegetation, as 

well as the bare ground, can be mapped [41]–[43]. This allows for applications within fields such 

as forest characterization [44], archaeology [45] and agriculture [46]. 

In the 1980s and 1990s, lidar was adopted for airborne laser scanning with large high-altitude 

aircraft [47], [48]. Recent developments towards miniature lidar systems with high data rates 

have allowed for integration with UAV platforms [45], [46], [49]–[52]. With commercial lidar 

scanners for UAVs becoming available in the last few years, UAV lidar applications are 

expected to increase [53]. 

A UAV lidar mapping system consists of three main components: a laser scanner unit to 

measure the distance to the target; an inertial measurement unit (IMU) to record the pitch, roll 

and yaw of the platform; and a global positioning system (e.g. a GPS receiver) to record the 

absolute position of the platform [40], [41]. The laser scanner unit consists of a laser, a detector 

and a scanning mechanism. Typically, a pulsed semiconductor laser transmitter is used with a 

wavelength in the range of 800 nm to 1600 nm and pulses of 4 to 15 ns in duration [54]. The 

scanning mechanism typically uses rotating mirrors to scan the laser beam across the flight 

track [40]. This is illustrated in Figure 2. The intensity level of the reflected laser pulses in lidar is 

an additional source of radiometric information. Lidar intensity data have proven beneficial in 

both data processing and target surface characterization [55]. 

 

3.2.1 Resolution and scan width 

The resolution and scan width of lidar depend on both internal system properties and the scan 

geometry. Most often, the scan will be conducted as a standard survey with the platform at a 

fixed altitude and the lidar facing downwards. However, in some cases, a horizontal scanning 

direction is preferred [50], [56]. In the survey geometry, the laser beam is scanned in a zig-zag 

pattern across the ground along the flight path as shown in Figure 2. Each individual laser pulse 
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creates a laser footprint on the ground from which the reflected signal generates a point in the 

lidar coordinate system.  

 

Figure 2 Typical geometry of a lidar survey from a UAV platform. 

 

The vertical resolution of the lidar points is determined by the resolution of the measured 

distance R. This distance can be found as the speed of light c multiplied with half the time tR 

between transmitting and receiving the reflected pulse. Thus, the resolution in distance δR is 

directly proportional to the time resolution δt [40] 

δR = ½ ∙ c ∙ δt 

With a typical value of δt in the order of 0.1 ns [57], δR will be in the order of 1.5 cm.  

The horizontal ground resolution is limited by several parameters; the laser footprint diameter dL 

as well as the point spacing dx across and along the flight direction. The footprint diameter dL 

depends on the flight height h, laser beam divergence γ and instantaneous scan angle θinst [40] 

dL = h/cos(θinst)2 ∙ γ 

Assuming that dxacross is constant across the swath, an approximation can be made depending 

on h, the angle range θsc, the scan rate fsc and the pulse repetition frequency PRF [57] 

dxacross = 2 ∙ h ∙ tan(θsc/2) ∙ fsc/PRF 

The point spacing along dxalong depends on fsc and the flight speed v [57] 

dxalong = v/fsc. 
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With a UAV flight height of 50 m, a 2 mrad beam divergence, a θsc of 60°, a fsc of 10 Hz, a PRF 

of 20 kHz and flight speed v of 5 m/s, the parameters will be on the order of dL= 10 cm, dxacross = 

3 cm and dxalong = 5 cm. In this example, the laser footprint is the limiting factor for the horizontal 

resolution. In effect, adjacent reflected pulses will exhibit an overlap. The spacings dxacross and 

dxalong will not be equal in general.  

The width of the laser scans is determined by the swath width SW. This is given by the flight 

height h and angle range θsc as [40] 

SW = 2 ∙ h ∙ tan(θsc/2) 

With a UAV flight height of 50 m and θsc of 60°, SW will be on the order of 60 m. 

 

3.2.2 Sources of uncertainty 

Most sources of uncertainty in lidar mapping occur in the transformation from initial points to 

global coordinates. This transformation adjusts for the platform orientation using the IMU and 

translates the coordinates to the global position of the aircraft via e.g. GPS. The procedure can 

be summed up as [58] 

PG=PGPS+Rb[Rsrs−lb] 

where PG are the coordinates of the scanned point in global frame. PGPS are the coordinates of 

the navigation sensor (the GPS receiver) in global frame. Rb is the rotation matrix from the 

platform body frame to the global frame via the pitch, roll and yaw angles. Rs is the rotation 

matrix describing the angular offset between the body frame and the lidar frame. lb is the 

translation from lidar position to the origin of the body frame. rs are the coordinates of the target 

point given in the lidar frame. 

In total, this gives rise to 17 parameters with associated uncertainties [59]. Of these, three are 

from each of the rotation matrixes Rb and Rs and translation vectors PGPS and lb. Three 

additional components are from the lidar system associated with the range measurement and 

two encoder angles. The last two components arise from the divergence of the laser beam and 

measurement of elevation angle. 

Of these components, the most dominant contribution to the uncertainty comes from the pitch, 

roll and yaw angles [53], [59]. As these angular contributions scale with distance, the 

uncertainty in lidar mapping will be worse at higher flight heights [59]. 

 

3.3 Synthetic Aperture Radar 

Synthetic aperture radar (SAR) is an active remote sensing technique that relies on coherent 

microwave pulses for image formation. Amongst its main advantages, SAR can produce high 

resolution images even at long range, and can work in all weather and light conditions both 

night and day. From the outset in 1960s [60] these properties have made SAR interesting for 

airborne, as well as satellite platforms [61], [62], beginning with the Seasat mission in 1978 [63]. 

In recent years, several miniaturized SAR sensors have been developed for use with lightweight 

UAV platforms [64]–[70]. 

As any radar system, SAR is an active sensor which emits coherent microwaves from an 

antenna and processes the returning reflections from the ground into an image. While a 
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conventional radar image represents an instantaneous snapshot of a scene, SAR uses several 

detected signals as the sensor moves, to create a composite 2D reflectivity image. The motion 

of the sensor from the first detected signal to the last results in a “synthetic aperture”, which 

greatly improves the image resolution compared to using the physical antenna aperture [61]. As 

a consequence of this motion dependence in image formation, most SAR surveying schemes 

require a straight-line flight path and stable orientation of the sensor [71].   

In addition to 2D reflectivity images, full 3D geometrical mapping of an area can be obtained 

using images from repeated passes at different incidence angles. In SAR interferometry, the 

phase-difference from two repeated passes [61], [72] is used to infer the surface topography. 

From this, a digital elevation model (DEM) can be generated that can be georeferenced for use 

in GIS applications [62], [73]. 

Using an even larger number of scans at different heights, SAR tomography can form a full 

volumetric representation of semi-transparent scenes [74]–[76]. Seeing that UAV platforms are 

well-suited to perform several passes, three-dimensional SAR mapping with UAVs could well be 

a useful application. Already, three-dimensional reconstructions from SAR have been reported 

using UAVs [77]–[79]. 

Spectrally, SAR operates in microwave frequency bands ranging from the P-band at 0.25-0.5 

GHz to the Ka band at 25-40 GHz [61]. For UAV applications, the high-frequency bands such as 

the X-band (7.5-12 GHz) [68], [77], [80]–[83] and Ku-band (12-17.6 GHz) [84], [85] are the most 

commonly used. The choice of frequency band determines the penetration depth of the imaged 

ground (e.g. ice, snow, vegetation, dry soil) [61]. 

SAR polarimetry provides a way to obtain material information from the reflected signals. By 

transmitting and receiving in two orthogonal polarizations, the SAR signal can be described by 

the four elements of a two-by two scattering matrix [61]. One of the applications of SAR 

polarimetry is measurement of soil moisture under vegetation cover [86], [87] which has been 

proposed as a use case for UAVs [88]. 

 

3.3.1 Resolution and scan width 

While the resolution of a SAR system is mostly determined by internal system parameters, the 

scan width is influenced by the survey geometry. In the typical UAV SAR geometry, the ground 

is illuminated in a side-looking fashion at a look angle θl as illustrated in Figure 3. Coherent 

microwave pulses are generated by an antenna on the UAV platform and transmitted into an 

illumination footprint on the ground. After signal processing of the reflected signals, the 

microwave reflectance can be mapped for each azimuthal and range position. 
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Figure 3 Typical scan geometry of a SAR survey from a UAV platform. 

 

The horizontal resolution in the azimuth and range directions behaves differently. In the azimuth 

direction, the movement of the platform introduces a Doppler shift in the reflected pulses. By 

measuring the Doppler shift coherently within a specified Doppler range, the azimuthal position 

can be determined using several reflected pulses. This constructs a synthetic aperture with a 

length La equal to the path length during which the pulses are received. In a focused SAR mode 

with a synthetic aperture, the beam pattern narrows, and the azimuthal resolution δa becomes 

[61]. 

δa = λ r0/(2 La) 

Where r0 is the slant range and λ the microwave wavelength. For a fully focused SAR, the 

azimuth beam width of a physical antenna of length da can be approximated as Θa= λ/da, and 

the corresponding synthetic aperture length is given as La = r0 Θa. [61] Thus, the theoretical 

achievable resolution becomes  

δa = da/2 

which is independent of the range. For typically compact SAR sensors for UAVs, this means 

potential azimuthal resolutions in the order of 10 cm [77], [83]. 

In the range direction, the position is determined by recording the pulse echo timing of the 

transmitted pulse. Conversely, the range resolution δr depends on the bandwidth Br of the 

microwave pulses as [61] 
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δr = c/2Br 

where c is the speed of light. To achieve a sufficiently large bandwidth Br such that δr and δa are 

comparable, frequency modulation schemes are typically applied.  A popular approach for UAV 

applications is to use the frequency modulated continuous wave modulation [68], [70], [77], [80], 

[89]. UAV SAR systems with bandwidths of more than 1 GHz have recently been reported [82], 

[83], giving a theoretical achievable range resolution in the order of 10 cm. 

In the vertical range, a synthetic aperture in elevation can be established by a vertical flight path 

with an increasing altitude. Similar to the horizontal resolution, the resolution will depend on the 

elevation length of the synthetic aperture Lel [61] 

δel = λ r0/(2 Lel) 

With an aperture length of 3 m and a 10 GHz microwave signal, this gives a theoretical vertical 

resolution at a range of 200 m in the order of 1 m [77]. For non-vertical flight paths, the 

resolution will be affected by the elevation angle of the path. 

For the scan width SW, the ground swath width of an SAR scan can be calculated from the 

flight height h, incident angle θi and scan angle θB as [90] 

SW = h ∙ (tan(θi + θB/2) - tan(θi - θB/2)) 

For h of 50 m and θi and θB of both 45°, a swath width of 100 m is theoretically achievable. 

 

3.3.2 Sources of uncertainty 

One of the largest sources of uncertainty in UAV SAR imaging is the unstable motion of the 

UAV platform. Compared to satellites or large aircrafts, UAV platforms are more easily disturbed 

by turbulence due to their small size and light weight [89], [91]. To address this, several motion 

correction approaches for UAV applications have been implemented [79], [83], [89], [91]–[94]. 

Due to the limited accuracy of the inertial measurement units and position sensors of UAV 

platforms, the approaches in general work on the recorded signals rather than external 

positioning sensors. For highly nonlinear UAV flight paths, approaches to correct for the 

nonlinearity can also be employed [95], [96]. 

Another limitation on the accuracy stems from so-called speckle, which arises from the 

presence of a number of scatterers within a single resolution cell. The coherent nature of the 

SAR signal leads to a complex reflectivity which depends on both the intensity and phase of the 

scattered signals [61]. The effect of speckle may be reduced by using a multi-look technique, 

which has also been applied for UAV applications [97]. 

 

4 Applications 

The UAV platform can be employed to give valuable information in different applications such 

as archeological- and geological surveys, urban area monitoring, emergency assistance, etc. 

[1]. Data in the form of point clouds, polygonal models, and orthoimages are typically produced 

for these purposes. 
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4.1 Archeology 

In archeological monitoring, precise 3D data is used to link the excavation to the correct 

historical time, and to digitally document the findings. 3D digitization is commonly employed for 

cultural heritage preservation [98]. 

In [99] and [1], an example is given of the Neptune Temple in the archeological area of Paestum 

in Italy. Both terrestrial and UAV images (vertical and oblique) were used for a SfM 3D 

reconstruction of the complicated structure. Two flights were performed in autonomous mode 

using an autopilot system. Flight heights of 130 m for the site, and 70 m for single monuments 

were used, resulting in average GSDs of 5 cm and 3 cm, respectively [99]. However, the UAV 

position coordinates were not adequate for direct geo-referencing, and a set of GCPs on 

corners and features of the structure were found using total stations employing terrestrial laser 

scanning (TLS). The GCPs provided scaled and geo-referenced 3D results. About 190 ground 

based- and UAV images were combined and oriented to fit in the same coordinate system; and 

from this data the camera positions were recovered, and a digital surface model (DSM) was 

constructed [99]. 

In another example of UAV aided archeological surveying, the archeological site of Pava, an 

area of about 60 m by 50 m, was mapped repeatedly during excavation to monitor the volume 

and follow the progress of the work [1]. Here flights of 35 m height were performed, and an 

average GSD of 1 cm was achieved. Circular targets measured with a total station were used 

as GCPs in order to assess the fidelity of the UAV based triangulation results. The RMS errors 

of the check points for one flight were found to be 3.7 cm in planimetry and 2.3 cm in height [1]. 

In [98], a comparison was performed between a 3D reconstruction method based on UAV 

images employing commercial and open source reconstruction software for SfM, and 

conventional methods such as terrestrial 3D laser scanning and total station measurements. 

The exterior of the monument Kioutouklou Baba Bekctashic Tekke in Xanthi, Greece was 

surveyed using terrestrial- and UAV based aerial photography. The 469 terrestrial- and 183 

aerial photos were taken at an average distance to object of 4 m. Manual masking of the 

surroundings of the monument was applied to the images in order to reduce computation time. 

In the data comparison, laser range scans from 11 positions were taken as ground truth data. 

For these, an average mean distance between the range scans and the result of the image-

based reconstruction was 2 mm with a standard deviation of 14 mm. Comparisons of both 

methods with distances between points measured with total station also showed good 

agreement, showing that the image-based reconstruction model does not lead to proportional 

errors. The image based method did however fail in areas with low frequency color changes 

and areas lacking strong features [98], this is partially caused by the limit of minimal camera-to-

object distance imposed by the UAV. 

In geological studies and mining operations, UAVs are an attractive alternative to terrestrial 

laser scanners because of their ability to perform vertical flights and to produce dense point 

clouds, which yield detailed information on for instance rock surfaces [1]. UAVs can thus be 

used for estimating the volume of excavated material in mining areas and quarries. 

 



Good practice guide for large scale drone based measurements 15 

 

4.2 Surveying of urban areas and construction sites 

In places where regulation allows, UAV based observation can be performed in urban areas. 

Such areas are typically very complex, and a high number of pictures with high overlap taken at 

a flight height of 100-200 m, as well as a number of GCPs, are recommended [1].  

A densely populated area in Bandung, Indonesia was surveyed with a fixed-wing UAV in [1]. A 

DSM was created for map fabrication and population estimation. In the area Povo in Trento, 

Italy, a UAV flight at 100-125 m gave a series of images with an average GSD of about 3 cm 

and a high level of detail [1]. This was used for extracting building footprints, modeling 3D 

buildings, and calculating the photovoltaic potential for converting light into electricity. 

UAVs are also widely applied to visually monitor construction and operation of a wide range of 

infrastructure [100]. UAVs can provide large amounts of data to monitor the progress of work, 

assess safety issues, and inspect structures in areas that cannot readily be accessed by other 

means [101]. Although autonomous navigation using GPS is commonly used for UAV based 

land surveying, it has a number of drawbacks when applied to construction sites [100]: It does 

not account for the continuous change taking place at construction sites, possibly leading to 

safety hazards, and shadowing effects from nearby structures and steel components can 

interfere with the navigation. Therefore, manual navigation of UAVs at construction sites is still 

largely employed. Some of the challenges can be alleviated by making use of an a-priori 

Building Information Model (BIM) [102]. [100] presents a review of recently applied UAV 

methods for monitoring of construction sites, buildings and other civil infrastructure. 

 

4.3 Offshore 

There are examples of UAVs being used in offshore applications such as oil rigs, shipping and 

offshore wind turbines. In these areas, UAV based services are still largely regarded as 

something of an emerging market in Denmark [103]. Barriers to widespread offshore drone 

application include: The harsh environment which puts strain on the drone and the operator, 

safety requirements such as ATEX-approval for use in explosive atmospheres, market entry 

difficulties between small UAS service providers and large potential customers, legislative 

restrictions on for instance BVLOS flight, and technological limitations such as battery lifetime, 

navigation, safety and data processing. Despite these barriers, several areas exist where UAVs 

are already- or can readily be implemented. These include [103]:  

 Inspection of confined spaces in ships such as tanks 

 surveying oil rigs, bridges and wind turbines for corrosion and other forms of deterioration 

 costal monitoring in search and rescue missions or monitoring of immigration or fishing 

 gas leak detection from oil rigs or emission from ships 

 communication between ships 

 delivery of goods, spare parts, and vital equipment or medical supplies at sea 

 

Offshore UAV work is currently done manually by a UAV pilot, but more automated methods are 

being explored, these largely depend on the ability to fly BVLOS. 
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4.4 Agriculture and forestry 

Hyperspectral cameras and thermal cameras have been widely tested for various agricultural 

application.  The enhanced spectral information from these cameras opens many possibilities to 

distinguish healthy plants from stressed or crops from weeds[104]. 

These cameras typically have a lower resolution than RGB-cameras and thus have advantage 

of the low altitude of UAVs. 

In [105] an area of 3000 acres was imaged from an airplane at an altitude of 500 m with 

hyperspectral and thermal cameras. This resulted in ground sampling distances of 50 cm and 

65 cm respectively, which is sufficient for the identification of individual crowns in an olive 

plantation. In comparison, reference [106] reports ground sampling distances of 1 cm, 4 cm and 

9 cm respectively for RGB, multispectral and thermal cameras simultaneously mounted on a 

UAV at an altitude of 70 m. The improved resolution in the thermal images allowed for filtering 

out shaded parts of the canopy of wine plants. This leads to a more reliable estimate of the 

Crop Water Stress Index[104].   

Laser scanners come in sizes that can be mounted on UAVs. Though terrestrial laser scanners 

can obtain high accuracy compared to terrestrial photogrammetry, the opposite is generally the 

case for the air-borne equivalents. This has to do with the inclusion of ground-control points in 

camera-based measurements. With these in place, the camera positions can readily be 

calculated from data. In the case of laser scanners, the accuracy of the measurements is limited 

by the a-priory knowledge of the position and orientation of the measurement device given by 

the orientation system. 

Laser scanners can be useful for estimating flight height in mapping applications from relatively 

high altitudes where the direction of the scanner, to a good approximation, can be assumed 

perpendicular to the ground [107]. Laser scanners are especially useful for mapping areas 

covered by woods, since some laser light has the ability to penetrate through the canopy [107]. 

This way, it is possible to detect the height of the ground under the trees. Because the light is 

partially reflected from the canopy, it is possible to distinguish canopy from stem and ground 

elements [108] so that the height of the trees can be estimated.  

In a direct comparison of airborne laser scanning and SfM applied to mapping of 3D forest 

landscape features [44], it was found that similar results could be obtained in areas of sparse 

canopy cover. In more densely covered areas, the advantage of laser scanning became more 

pronounced.  This would merit the choice of the more expensive laser scanner in applications 

where the vertical distribution of vegetation is of importance. 

 

5 General considerations and best practices 

5.1 Accuracy of land surveying 

UAV-based aerial surveying usually involves a flight plan and ground control points for 

georeferencing [1]. Images are then obtained during the flight, and these images can either be 

used for stitching/mosaicking, or fed into a photogrammetric algorithm for structure from motion 

reconstruction as described in section  3.1. The overlap between recorded images vary 

depending on the purpose so that a high overlap combined with a small ground sample distance 
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is used when detailed 3D reconstruction is needed, whereas less overlap is used for coarser 

surveying. The UAV is commonly observed by a ground control station. 

There are two ways to ensure correct scaling and geo-referencing of a model obtained from 

photogrammetric reconstruction [107]:  

 The reconstruction is constrained by pre-determined positions of several Ground Control 

Points (GCP) known to a better accuracy than required in the final map. From these points, 

the resection problem can be solved, i.e. the position, orientation and scaling of the photos 

can be calculated. 

 The reconstruction is constrained by known orientation and position of the camera in 

selected camera locations, together with the focal length and magnification of the camera. 

This is also known as direct georeferencing. 

For most topographic applications, a number of ground control points is used [107]. The 

minimum number of required control points to solve the resection problem are three vertical and 

two horizontal points [107]. This determines seven coordinates, corresponding to the seven 

parameters (position, orientation and scale) of the resection problem. Any extra redundant 

GCPs offer a way to externally verify the accuracy of the mapping. By excluding some of the 

redundant GCPs from the reconstruction, their position can be measured on the constructed 

map and compared to the known ground truth. In the simple geometry of a flat landscape, the 

verification points can be assumed to be representative for all points in the landscape, and such 

a verification gives a very strong indication of the accuracy of the map. Note that some authors 

report the root mean squared error of GCPs that were already included in the reconstruction. 

This will in general lead to an underestimation of the uncertainty. In principle, the same 

verification procedure can be established with direct georeferencing, however, it is difficult later 

to discover general errors or offsets in the information from the orientation system of a particular 

flight. Finally, it is of course possible to combine ground control with direct georeferencing to 

create extra redundancy. 

The creation of topographic maps in Denmark is governed by national standards [109][110]. 

The standards specify the quality and density of GCPs and the expected accuracy of the 

resulting maps, assuming traditional airplane photogrammetry. Topographic maps are routinely 

made with 7 cm lateral precision based on airplane photos taken from an altitude of 900 m and 

GCPs determined with an uncertainty of 5 cm [109] and a ground sampling distance of the 

same order. 

With UAVs, it is possible to get much closer, and thereby get a Ground Sampling Distance on 

the order of millimeters. In that case, the accuracy of the map may no longer be limited by the 

GSD. With modern SfM algorithms, thousands of tie-points in each image can be identified and 

matched between images. A resent, and very thorough study [23] showed how 

photogrammetric factors such as number of images, image quality and lightning conditions 

become the most critical issues when the resolution is high compared to the GCP accuracy. In 

this case, validation of the absolute and relative uncertainties of the reconstruction is governed 

by the same issues as in the reconstruction of complex 3D-shapes. 

 

5.2 Accuracy of 3D mapping 

For any 3D mapping, the accuracy or reliability is a key issue, in particular for specifying the 

measurement capability of a given service provider or the measurement capability of a specific 
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3D mapping procedure based on the choice of e.g. camera, UAV, distance to the objects, speed 

of flight, reconstruction software and price. To specify the measurement capability of a 3D 

mapping, the first step is to identify the exact quantity intended to be measured, that is e.g. a 

relative or an absolute 3D mapping.  

The relative 3D mapping is a measurement of how objects and surfaces are 

positioned relative to each other. The accuracy is given by the difference 

between the reconstructed surface represented in the selected coordinate 

system and the ‘true’ representation of the surface in the same coordinate 

system. When measuring e.g. the distance between two surface points, the 

(exact) measurement uncertainty is a function of positions of the endpoints on 

the surface. The measurement uncertainty will in general depend on the 

magnitude of the distance, but could also be influenced by e.g. the orientation 

(vertical or horizontal). 

Absolute refers to an intended measurement of the objects and surface positions 

in a geodetic coordinate system that enables every location on Earth to be 

specified by e.g. latitude, longitude and elevation. The accuracy is given by the 

difference between the reconstructed surface represented in a geodetic 

coordinate system, and the ‘true’ representation of the surface in the same 

geodetic coordinate system. The uncertainty will typically be different for the 

latitude, longitude and elevation, and it will always be equal to- or larger than the 

uncertainty for the relative 3D mapping. 

To assess the accuracy, we must assess the inherent uncertainty in e.g. the structure-from-

motion (SfM) measurement process and the subsequent software reconstruction due to the 

limitations in triangulation and image stitching based on distinct observed features such as 

corner points, color gradients and edges. Possible significant error sources not handled by the 

surface reconstruction software should also be identified. These errors should be corrected to 

get the final measured reconstructed surface with no (known) systematic error or other bias. 

Possible significant error sources which are not handled by the software could be: 

the uncertainty of the geodetic coordinates of the GCP 

the overall scaling of the 3D mapping 

outliers, which could be defined as bad points generated when the software 

misinterprets the data 

The overall scaling of the 3D mapping is found from calibration points in the field with e.g. 

known distance from independent accurate measurements. If not available by other reliable 

means, the distance could be measured by measuring tape or laser distance sensors with an 

accuracy of 1 mm for a reasonable cost and effort. 

Outliers will probably be most significant for the highest accuracy from UAVs flying close to the 

surface to be measured. Outliers could be due to lack of contrast on the observed surface, 

semi-transparent surfaces or highly reflecting (mirror-like) surfaces. From a measurement point 

of view, these points should be eliminated from the reconstructed surface as no measurements 

have been done. If some interpolation is done, the method and area applied should be reported. 

Furthermore, significantly influential parameters should be identified. These could be:  

The GSD 
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The number or area of “poor” surface segments with low or missing contrast from 

corner points, color gradients or edges 

The number of “good” distributed characteristic point that can be used to match 

the images 

Number and position of possible Ground Control Points and/or additional 

checkpoints in the field which can help reconstruct the surface more accurately 

Wind speed and visibility 

Strength and stability of the GPS signal 

The GSD defines the spatial resolution and depends on the parameters of the camera and the 

cameras altitude/distance. The accuracy or measurements uncertainty cannot – at least easily - 

be better that the spatial resolution. However,  currently, the best measurement capability is 

suggested to be in the range of 1-2  GSD horizontally and 1-3  GSD vertically [111]. This 

seems to be possible to achieve on a routine basis with good recording conditions on good 

quality surfaces. Good recording conditions require a good GPS signal, stable flight and decent 

weather conditions. Surfaces of good quality means many evenly distributed characteristic 

points that can be used to match the images. For a low or medium cost drone system (as of 

2018), flying roughly 100 m from the target, a mean error for target centers of 2.1 cm in XY and 

3.1 cm in Z can be achieved [8]. 

The quantities to be measured could ideally be described in mathematical terms based on the 

dependency of the different input parameters (e.g. triangulation values, possible GPS and 

GCP), and the associated measurement uncertainties could ideally be calculated based on the 

measurements results’ dependency on the input parameters. 

As a matter of good practice, any service provider should have control procedures to monitor 

the validity of the accuracy of the reconstructed surface. The best way to assess the accuracy is 

probably from several checkpoints in the field with e.g. known distances from independent 

accurate measurements.  

It will improve the value of any 3D reconstruction or measurement based on a 3D 

reconstruction, if the accuracy and/or uncertainty is quantified and stated in the report. For 

routine measurements a (conservative) uncertainty could be stated as e.g. a value in cm of the 

surface position in a geodetic coordinate system. For distances of more than a few meters, the 

measurement uncertainty could be stated as a particular fraction of the distance such as 0.3 %. 

It will improve the reliability of any report of 3D reconstruction if the source of overall scaling is 

stated. 

 

5.3 Improving documentation for reliability 

Improved reliability and acceptance of UAV based 3D mapping will create more business for the 

service providers and benefit costumers and society. Currently (2018), there are no dedicated 

ISO standards describing norms or requirements regarding 3D mapping by UAV. However, 

general aspects of geospatial positioning and accuracy are described in standards. The recent 

publication “A Guide to the Role of Standards in Geospatial Information Management” [112] 

addresses the role of standards from e.g. the Open Geospatial Consortium (OGC) and ISO in 
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geospatial information management, and includes a discussion of emerging standards and 

trends. 

A clarification and the mathematical definition of accuracy based on the observed standard 

deviation of the measured coordinates of checkpoints in the dataset, and the coordinates of the 

same checkpoint from an independent source of higher accuracy is e.g. given in the Geospatial 

Positioning Accuracy Standards, Part 3: National Standard for Spatial Data Accuracy [113]. 

Details of the SfM algorithms in commercial software are most often not revealed by the 

manufacturers, and thus unknown to the service provider. Therefore, the UAV and associated 

software thus have to be assessed as a “black box” when testing. This means that testing shall 

be focused on output as function of input and cannot be based on a complete understanding of 

the underlying calculations and measurements. However, it should be noted that the core 

principles of the photogrammetric imaging technique for estimating three-dimensional structures 

from a two-dimensional image sequence are very well discussed and clarified in VDI/VDE 

guidelines [114], [115].  

Below are some definitions, interpretations, clarifications and basic steps which focus on 

documentation of reliability in the best practice. 

Informally, the documentation should ensure that the 3D mapping is good enough with respect 

to representativeness, reproducibility and repeatability. To more formally document the reliability 

of mapping, the service provider should validate the measurement procedure. The formal steps 

in a validation is to specify the intended use such as 3D mapping with a given accuracy, and 

then by examination and objective evidence prove that the specification including the accuracy 

can be achieved. The specification of the 3D mapping should give the 3D mapping capability in 

term of a (maximum) range and the associated (best) accuracy in terms of e.g. an uncertainty of 

the geodetic coordinate or the dimension measured. The specification should be limited to 

good, but realistic achievable recording conditions with respect to weather and surface 

conditions. The examination and objective evidence could be a report which documents that the 

accuracy can be achieved e.g. by measuring some control point with known positions from 

other sources. The reliability is increased if there are clear and well documented evidence that 

quantitative limits and tolerances have been met, and the report is approved by a person with 

sufficient special technical knowledge about the subject. 

If the surface is not suitable for accuracy, or the weather condition are not good, the service 

provider could estimate that the actual accuracy for a task would be lower. It will increase the 

reliability and acceptance if the report explained the reason for the increased uncertainty. 

 

6 Legal considerations 

6.1 Internationally 

Legal frameworks for on the UAV sector has been built on the national level since the early 

2000s. Current UAV legislation either allow, restrict, or prohibit UAV operation, and often 

presents a significant barrier to the development of the field [116]. The purpose of the 

regulations is to minimize risks to people and property both in the air and on the ground. 

Particular concerns include privacy, data protection and public safety. This legislation is still on 

an early stage, and national rules vary greatly because of the rapid development of UAV 
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technology [117], [118]. This represents a great hindrance to the technological development 

within the UAV field, as well as poor market exploitation [119]. Flight approval times [120] and 

administrative processes that limit flexibility are examples of legislative problems. 

The first legislation concerning UAV was passed in conjunction with the first globally 

acknowledged aviation principles at the Chicago Convention in 1944 [121]. Here it was 

specified that no aircraft should be flown without a pilot in a contracting state without a special 

authorization by that state. 

Early UAV regulations were aimed at model aircraft [120], but after years of technological UAV 

development, the International Civil Aviation Organization (ICAO) called out for international 

harmonization in the use of civil UAVs in 2012 [122]. At that time, only five countries had 

introduced UAV regulations. Several countries followed, but about half the countries in the world 

still did not have UAV regulation in place by 2016 [116]. 

In their recent manual on remotely piloted aircraft [122], the ICAO made recommendations for 

the safe operation of UAVs in controlled airspace, considering UAVs as an equal partner in the 

civil aviation system, able to interact with air traffic control and other aircraft. The organization 

JARUS, which comprises 49 national authorities and experts, works to harmonize UAV 

regulation, and recommends that the UAV weight be regulated to be kept below 150 kg. The 

European Aviation Safety Agency (EASA) published the Riga Declaration on Remotely Piloted 

Aircraft (Drones) in 2015 [123], specifying five guiding points for European regulations: (1) 

Drones should be treated as a new type of aircraft fulfilling new rules; (2) there is an urgent 

need for new EU rules for safe drone operation; (3) Development of technology and standards 

is needed; (4) public acceptance is an important issue; (5) drone use is the responsibility of the 

operator. UAV rules developed by EASA generally focus on how the UAV is operated, rather 

than the specifics of the UAV itself. Beside governmental efforts, the Humanitarian UAV 

Network (UAViators) comprises more than 2500 members and are involved in developing 

standards for UAV use. 

In [116] a direct comparison between UAV regulation in 19 countries is presented. Numerous 

differences are revealed, even in the range of devices to which the regulations apply. This is 

typically determined based on the weight of the UAV, range, or the purpose of the flight (e.g. 

commercial). Almost all countries specify a maximum weight, which varies between 6 and 150 

kg, and most also specify various weight classes with different regulation. 12 out of the 19 

countries mentioned in [116] impose special instrument requirements regarding e.g. control 

systems or safety features such as collision avoidance systems or parachutes. All countries in 

the survey except Nigeria and Malaysia have defined areas where UAV flight is prohibited, such 

as airports. Ten countries specify a minimum distance to people, properties and other vehicles, 

ranging from 30 m to 150 m, and another six countries have issued a general prohibition to fly 

over crowds of people, leaving only three countries without regulation regarding flying close to 

people. 12 of the countries also prohibit flight over congested areas such as towns, although the 

term ‘congested area’ is vaguely defined. Limitations are also put on flight height and horizontal 

distance. All countries in the survey except China and Nigeria define maximum flying heights, 

which range between 90 m and 152 m. Such low flying heights serve to separate UAVs from 

manned aircraft. All 19 countries allow UAV operation within visual line of sight (VLOS), this can 

in some cases be enhanced to extended visual line of sight (EVLOS) by using an observer on 

the ground. 13 countries allow flight beyond visual line of sight (BVLOS), often with special 

conditions such as weight restriction, a need for special approval, or a requirement to fly in 
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segregated airspace. Eight countries have further restrictions on the maximal horizontal 

distance ranging between 100 m to 750 m. 

The application process required to obtain flight permission generally depends on type of UAV 

use, but varies greatly between countries. Some countries do not require any application 

procedure for UAV operation below a certain maximum takeoff weight (MTOW). For instance, 

Austria, Italy, and Canada do not require approval if the MTOW is below 25 kg. Japan, France, 

and UK requires application for approval if the flight is to take place in certain areas. Other 

countries review applications on a case-by-case basis. Local notification and flight approval is 

also typically employed in order to adhere to local restrictions, prevent conflict with other 

airspace users or the general public, and to allow monitoring of the flight. This often includes 

notification to the police and land owners. Notification to air traffic control is required when flying 

over controlled airspace in practically all cases. Disaster relief UAV or UAVs operated by 

governmental institutions are often exempt from the aforementioned restrictions. In addition to 

the application process, several countries also require a separate registration for commercial 

flight. Liability insurance [119] is also required in most, but not all, countries [116]. 

In addition to the UAV, restrictions also apply to the UAV pilot. Most common are theoretical 

and practical skill tests, as well as medical tests. The requirements to the pilot depends on the 

complexity of the UAV operation. Most countries, with the exception of Japan, UK, Germany 

and Azerbaijan [116], require a pilot certification or license. Certificates are typically issued by 

training centers or UAV manufacturers, and involve practical and theoretical training. A license 

typically requires certain knowledge of aeronautics and involves medical tests. Licenses are 

generally granted by national aviation authorities. 

 

6.2 Denmark 

In Denmark, different rules apply for private- and commercial use of UAVs [124], [125]. All 

owners of drones heavier than 250 g must acquire a ‘drone sign’, and must enter a registry 

[126], [127]. The maximum permitted flight height in Denmark is 100 m and 120 m for private- 

and commercial operation, respectively. A minimum distance of 150 m to buildings, major roads 

and railroads, and 50 m to persons not involved in the UAV activity, must be kept for all drones 

above 250 g. It is illegal for private persons to fly over urban areas, and a minimum distance of 

150 m to such areas must be respected. Flying over urban areas is allowed for commercial 

purposes, provided the operator has taken a drone permit [128]. In this case, flights that are 

considered high risk such as flights BVLOS, indoor flights or autonomous flights, require that a 

special permit is obtained. Particularly, the restriction on BVLOS flight is considered a significant 

commercial hindrance by Danish industry [125]. Flight over other densely populated areas is 

also prohibited, and flights over private residences are in most cases not allowed without the 

consent of the owner/resident.  

Privacy and data protection are important topics in discussions of UAV operation [129], [130]. 

UAVs can easily be used to record personal data with for instance imaging equipment. This can 

potentially violate privacy- and data protection rights. Such concerns are not efficiently 

addressed in current UAV regulations. Most mentions of privacy issues are just advice or they 

refer to other laws not specific to UAVs. 
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7 Conclusion 

We have reviewed the current state of UAV-based spatial mapping. Options for spatial sensing 

include laser-based light detection, and ranging (lidar), radar-based synthetic aperture radar 

(SAR), and a conventional camera coupled with a sophisticated data processing step employing 

structure from motion (SfM) for 3D reconstruction. The latter approach is the most widespread, 

probably owing to its flexibility and comparably low equipment cost. Examples of camera 

equipped UAVs being used for large scale measurements include areas such as agriculture and 

forestry, where the UAV competes with more traditional approaches of classical cartography. 

UAVs, however, see new applications in 3-dimensional structures such as archeological sites, 

urban areas and construction sites. Here UAVs can make use of their ability to collect data from 

various positions, by e.g. flying vertically, and observing structures from distances down to the 

meter region. A dense point cloud of 3D position data can therefore be extracted from the large 

amount of high-resolution images via an SfM algorithm. It is found that combining the SfM 

generated data with ground control points of well-known position, measured by other means 

such as ground based laser scanners, can significantly improve the accuracy of the 

measurement as well as add absolute scaling. Well-defined ground control points can also be 

used to evaluate the uncertainty of the measurement by considering the distance from these 

points to the reconstructed 3D surface. 
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